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ABSTRACT
With the advent of online social networks, there is an increasing demand for storage and processing of graph-structured data. Social networking applications pose new challenges to data management systems due to demand for real-time querying and manipulation of the graph structure. Recently, several systems specialized systems for graph-structured data have been introduced. However, whether we should abandon mature RDBMS technology for graph databases remains an ongoing discussion. In this paper we present an graph database benchmarking architecture built on the existing LDBC Social Network Benchmark. Our proposed architecture stresses the systems with an interactive transactional workload to better simulate the real-time nature of social networking applications. Using this improved architecture, we evaluated a selection of specialized graph databases, RDF stores, and RDBMSes adapted for graphs. We do not find that specialized graph databases provide definitively better performance.

1 INTRODUCTION

Graphs provide an intuitive abstraction to model objects and relationships. The highly-connected structure of many natural phenomena, such as road, biological, and social networks make graphs an obvious choice in modelling. Recently, storage and processing of such graph-structured data have attracted significant interest from both industry and academia and have led to the development of many graph analytics systems and graph databases. Graph analytics systems such as Pregel, Giraph, and PowerGraph specialize in OLAP-like batch-processing of graph-structured data on large computing clusters. Graph databases, on the other hand, focus on real-time querying and manipulation of entities, relationships, and the graph structure. Unlike RDBMSes, graph databases treat relationships as first class citizens and enable efficient traversals by native graph storage and index-free adjacency list access.

Despite recent interest in specialized graph analytics systems, some studies favour the use of RDBMSes for graph analytics for two main reasons: (i) over thirty years of research and experience in robust RDBMS technology, and (ii) its dominance in data analytic ecosystems in enterprise settings. Studies show that special-purpose graph analytics engines do not necessarily provide the best performance across all scenarios. Indeed, relational models can provide competitive performance for various graph analytic tasks, especially on single node, out-of-memory settings [5, 8].

Similar arguments can be made for OLTP-like graph workloads; however, there are no comprehensive studies of existing systems for real-world, dynamic graph workloads such as online social networks. Many studies focus on comparisons between different graph database engines and graph analytics systems [7, 10]. Although there are some studies comparing graph databases with relational models [2, 3, 6, 11], the real-time aspect of graph applications is mostly ignored and more complex graph traversals are not tested.

Our objective in this paper is twofold: (i) to propose and implement an improved graph database benchmarking architecture for real-time transaction processing and (ii) to present an experimental comparison of various graph data management solutions in online social networking scenarios. We decided to adopt the LDBC Social Network Benchmark Interactive Workload [4] due to the realistic characteristics of its generated data and queries. By integrating Kafka into the existing workload driver and ingesting updates from a Kafka queue, data ingestion and update streams can be processed in real-time to better reflect the streaming nature of updates. Using the proposed architecture, we study the performance of various data management solutions for online social networking workloads. Our study is most similar to [2] in terms of objectives; however, we believe that adopting a more realistic social graph and a streaming transactional workload better represents the characteristics of present-day social networking applications.

Our experiments show that, just as in the case of graph analytics [5], specialized graph databases do not necessarily provide the best performance across all scenarios. RDBMSes exhibits competitive performance under an interactive transactional workload in single node deployments.

The contributions of this paper can be summarized as follows:

- We implement a Kafka-based update mechanism on top of the LDBC SNB Interactive Workload to better reflect the real-time, streaming aspect of social networking applications.
- We introduce a reference implementation for the LDBC SNB Interactive Workload in the Gremlin query language that can be executed against any TinkerPop3-compliant graph database.
- We conduct an extensive performance analysis of various data modelling approaches (RDBMS, graph API over RDBMS, RDF
store, and specialized graph database) using our proposed benchmark architecture to investigate their performance for social networking applications.

2 BACKGROUND

2.1 Graph Databases

Although traditional relational databases are sufficient to represent and process graph-structured data, they fail to provide intuitive interfaces and efficient operations for graph queries such as path queries, neighbourhood traversal, etc. Representing highly-connected data in the relational model results in a large amount of many-to-many relations, which can produce complex, join-heavy SQL statements for graph queries. By focusing not on the entities but rather the relationships among the entities, graph databases and RDF stores can offer efficient processing of graph operations like reachability queries and pattern matching. RDF stores represent graphs as collections of triples, whereas graph databases mostly adopt the adjacency list format and store adjacency information next to each entity. This enables graph databases to provide efficient graph-centric operations such as retrieving the neighbours of a vertex. Unlike in the relational model, the performance of such operations is not affected by the data size, i.e., number of vertices in the graph.

Most existing graph databases such as Neo4j, TitanDB, OrientDB employ the property graph model, which is a directed, edge-labeled multi-graph with an arbitrary number of key-value pairs attached to vertices and edges. Unlike RDF databases which have a structured, standardized query language called SPARQL, graph databases lack a standardized interface. Although most vendors have proprietary APIs and languages such as Neo4j’s Cypher, there exist open-source efforts to unify the graph processing space; the most-prominent example being the TinkerPop project.1

The Apache TinkerPop3 stack provides a collection of tools and libraries for storage, querying, and analysis of graph-structured data. The Gremlin Structure API and the Gremlin query language lie at the core of TinkerPop3 stack. The former provides a common set of interfaces for the property graph model, and the latter defines a procedural query language structured around the Gremlin Structure API. They can be considered analogues to JDBC and SQL for graph databases, providing a standardized, unified way of querying and processing data modelled as a property graph.

2.2 LDBC Social Network Benchmark

The Linked Data Benchmark Council (LDBC) [1] is a joint effort from academia and industry to establish benchmarking practices for evaluating RDF and graph data management systems, similar to the Transaction Processing Performance Council (TPC).2 The main objective of the LDBC is to specify benchmark specifications, procedures, and publish benchmarking results for different technological solutions. The LDBC Social Network Benchmark (LDBC SNB) [4] models a social network graph and introduces three different workloads on this common graph. The LDBC SNB Interactive Workload can be considered an OLTP-like workload and is designed to simulate real-world interactions in social networking applications. The synthetic data generator simulates the user activity of a social network for a given period of time and generates a social network graph with realistic distributions and correlations. The generated dataset contains two parts: (i) a static part which is loaded into the system as an intermediate state of the social network, (ii) updates which are played out on this intermediate state.

The LDBC SNB Interactive Workload specifies a set of read-only traversals that touch a small portion of the graph and concurrent update transactions that modify the social network’s structure. The majority of the read-only traversals are simple, common social networking operations that involve transitive closure, one-hop neighbourhood, etc. The rest of the read-only traversals are complex operations that are usually beyond the functionality of real-world social network systems due to their online nature [4].

The LDBC SNB Interactive Workload uses a dependency tracking strategy to parallelize its highly-connected workload. In a nutshell, each update transaction is scheduled to be executed some time after its dependent transactions are guaranteed to be executed, e.g., a post cannot be created before the dependent user and forum are created. Such schedule-based execution enables the driver to maintain a pre-set transaction rate and test whether the system under test (SUT) can maintain operation at a steady rate. On the other hand, this execution strategy does not completely simulate a real-time workload of an online social network. Rather, the primary principle of the LDBC SNB Interactive Workload is to evaluate technical choke points of the SUT, that is, queries that will exhibit the behaviour of the SUT under difficult aspects of query execution and optimization [4].

3 SYSTEM ARCHITECTURE

3.1 Benchmarking Architecture

Figure 1 shows our overall benchmarking architecture, where our contributions are highlighted. First, the static portion of the synthetic social network is generated by the LDBC Data Generator, then loaded into the system under test (SUT) using vendor-specific loading mechanisms. The LDBC Workload Driver generates query parameters, which are consumed by operation executors. For read-only queries, operation executors can directly interact with the SUT, whereas updates are processed through a dedicated Kafka

---

1http://tinkerpop.apache.org/
2http://www.tpc.org/
The SQL implementation is formulated on a schema where vertices and edges are represented as separate tables. The reference implementation contains helper utilities to import the social network generated by the LDBC data generator into a Postgres database.

In Figure 2, we show the execution of Gremlin queries over TinkerPop3-compliant databases. Gremlin queries are submitted to the Gremlin Server, then executed over the underlying TinkerPop3 graph database.

4 EXPERIMENTAL EVALUATION

In this section, we provide experimental performance analysis of various graph data management solutions under a real-time transactional workload.

4.1 Experimental Setup

The database systems used in this study are listed below. Selected systems cover relational, graph, and RDF databases with different data models, interfaces, and query languages.

- TitanDB v1.1 with Cassandra (Titan-C) and BerkeleyDB (Titan-B) storage backends. TitanDB is an open-source, real-time graph processing layer built on various third-party storage solutions. Cassandra is run as a separate process, while BerkeleyDB is used in embedded mode. Both systems were tested using the queries implemented in the Gremlin query language.
- Neo4j v2.3.6 (Neo4j) is a single-node, specialized graph database. Being a TinkerPop-compatible graph database, Neo4j supports Gremlin in addition to its native query language Cypher. It was tested with queries implemented in both query languages.
- Virtuoso Opensource v7.2.4 (Virtuoso) is an RDBMS with column store support for RDF processing. It was used both as an RDBMS and as an RDF store, tested with native SQL and SPARQL queries, respectively.
- Postgres v9.5 (Postgres) is a popular RDBMS implemented as a row store. It was tested with native SQL queries.
- Sqlg v1.3.3 (Sqlg) is an implementation of the TinkerPop3 API on Postgres. Initially, we developed a simple implementation for the TinkerPop3 API on an RDBMS but we switched to Sqlg due to its better performance. It was tested with queries implemented in the Gremlin query language.

The graph databases (Neo4j and TitanDB) implement their own adjacency-list based custom data model on the underlying storage engine, over which user does not have control. Virtuoso-RDF employs the single table with extensive indexing approach, where the entire graph is stored in a single relational table with multiple indexes. SPARQL queries on the RDF graph are translated into SQL queries over these indexes and the base table. For relational databases (Virtuoso-RDBMS and Postgres), each vertex and edge type is represented by a separate table. For all systems, we created indexes on vertex IDs to prevent expensive linear scans on initial vertex look-ups. Although more advanced indexing schemes can be considered on an individual basis, we restricted indexes only on vertex IDs for fairness.

We used TinkerPop v3.2.3 for Gremlin Server-based experiments, the latest version available at the time of this study. The LDBC SNB Gremlin implementation (see Section 3.2) was used for all TinkerPop3-compliant systems. Similarly, we developed and used
the SQL implementation for Postgres (SQL) (see Section 3.2). For Virtuoso and Neo4j (Cypher), we modified and used the reference implementations provided by the LDBC and an open-source Cypher implementation (Cypher).9

All systems were initially loaded with the synthetic social networks generated using the LDBC data generator to bring the social network into an intermediate state where the daily operations of a social networking application can be simulated. Two different scale factors were used to generate datasets for this study. The corresponding statistics for the generated datasets and database sizes of the selected systems are listed in the Table 1. Further information about the loading phase and the data ingestion performance of the systems are presented in Appendix A.

We conducted our experiments on two machines in a local cluster connected with 10 Gbit/s Ethernet (one for running the SUT, the other for running the benchmarking code). Each machine has 32 2.6 GHz cores and 256 GB RAM. All systems were configured to load the entire dataset into main memory before the benchmark execution in order to eliminate the overhead of disk I/O.

### 4.2 Read-Only Graph Queries

In this section, we evaluate the read-only performance of selected systems on four main types of graph queries: (i) point lookups, (ii) one-hop traversals, (iii) two-hop traversals, and (iv) single-pair shortest path queries. To obtain consistent results and to minimize noise, queries are executed on the static portion of the social network with no other concurrent query execution. Each query type is executed 100 times on the selected systems and execution times are recorded. Tables 2 and 3 show the average latency obtained from different systems on both scale factor 3 and 10 (the symbol ‘.’ indicates that the system was unable to complete in a reasonable amount of time).

Tables 2 and 3 clearly show that TinkerPop3 compliance comes with an overhead. For Neo4j, the Gremlin interface introduces up to two orders of magnitude of performance degradation compared to the native Cypher interface. Similarly, Postgres (SQL) significantly outperforms Sqlg (Gremlin) even though both systems have the same underlying data model and storage engine. In general, TinkerPop3-compliant systems have the slowest read performance among all systems. These systems translate a complex graph operation into multiple small requests to the underlying system, whereas native, declarative query interfaces (Cypher, SQL, or SPARQL) enable the underlying system to generate an optimized query execution plan. Furthermore, performance differences become more significant with increasing query complexity.

Neo4j (Cypher) is the only system where there is no strict correlation between query latency and dataset size, which supports the case for adjacency-list based native graph storage. It enables index-free adjacency access where relationships of a given vertex can be accessed directly through pointers. On the other hand, the relational databases Virtuoso and Postgres (SQL) provide the lowest query latency across all query types. While Postgres (SQL) performs better in point-lookups and one-hop traversals, Virtuoso (SQL) outperforms Postgres (SQL) in more complex two-hop traversals and single-pair shortest path queries. Virtuoso’s graph-aware engine and optimized transitivity support enable it to execute such complex graph queries efficiently. Virtuoso (SPARQL) has slightly lower performance due to query translation costs, even though the benchmark queries are graph queries.

### 4.3 Real-Time Interactive Workload

In this section, we used the modified the LDBC Interactive Workload described in Section 3.1 to simulate the real-time aspects of online social networking applications. A single writer was responsible for continuously consuming the Kafka queue and executing update transactions on the SUT. By changing the number of concurrent readers, we tested the throughput of the SUT under a stream of updates. Initially, we used the query mix defined by the LDBC SNB specification. However, TinkerPop3-compliant systems could not efficiently process large numbers of concurrent complex queries (i.e., 64 concurrent clients). Therefore, experiments reported in this section were performed using a query mix consisting of a two-hop neighbourhood based complex query and a set of short read-only queries (see Section 4.4). Figure 3 reports the read and write throughput on the scale factor 3 dataset using 32 concurrent readers.

We discovered that Titan-B suffers significant performance degradation under highly-concurrent reads and writes, which makes it unsuitable for this experiment. For the remainder of this section, we focus on those remaining systems with reasonable performance.

In general, RDBMSes with a native SQL interface provide the best performance under the real-time interactive workload. While read performance of selected systems are comparable and within a factor of four, Postgres (SQL) and Virtuoso (SQL) exhibit significantly better update performance and maintain up to an order of magnitude faster write throughput compared to their competitors. On the other hand, Gremlin-based systems have the lowest read and write throughput, which demonstrates the significant overhead incurred by the Gremlin Server. Considering that the majority of the query mix consists of lookups and neighbourhood retrievals, these results are inline with our findings in Tables 2 and 3.

The two specialized graph databases covered in this study, Titan-C (Gremlin) and Neo4j (Cypher), demonstrate comparable read performance, whereas Neo4j (Cypher) outperforms Titan-C (Gremlin) in number of writes per second. However, Neo4j’s (Cypher) update performance suffers from sudden drops due to checkpointing.

---

1. https://github.com/PlatformLab/ldbc_snb_implementations
2. https://github.com/PlatformLab/ldbc-snb-impls
whereas Titan-C (Gremlin) can achieve a steady write throughput. The poor update performance of Titan-C can be attributed to storage and indexing abstractions introduced by TitanDB itself. Additionally, Titan-C must implement locking mechanisms to ensure uniqueness, since the underlying storage backend, Cassandra, does not provide transactional isolation. This further hinders Titan-C’s update performance.

For Neo4j, native Cypher queries lead to better performance than traversals implemented in the Gremlin query language. Similar behaviour is observed in the Postgres case where Postgres (SQL) provides significantly better performance than Sqlg (Gremlin). In both Neo4j and Sqlg, Gremlin traversals are translated into multiple small requests to the underlying storage engine, thereby eliminating optimization opportunities.

Virtuoso SQL and SPARQL interfaces have similar read performance, but Virtuoso (SQL) has up to 3× better write throughput than Virtuoso (SPARQL). The difference can be attributed to higher index maintenance costs for Virtuoso (SPARQL), where multiple indexes over one big table must be maintained.

Despite similar read performance, Postgres (SQL) outperforms its closest competitor Virtuoso (SQL) by 1.6× in write performance. Considering that both systems use SQL queries over the same database schema, performance differences can be attributed to storage formats. Unlike Postgres row storage, Virtuoso employs columnar storage, which is known to suffer under transactional workloads with frequent updates.

### 4.4 Discussion

We encountered several roadblocks during our experimental study. First, the reference LDBC implementations contained several bugs.

For Virtuoso’s reference implementations, the provided SPARQL queries did not match the schema of the RDF data generated by the LDBC SNB graph generator. In addition, the SQL reference implementation did not correctly handle bi-directional edges, so a majority of queries returned either empty or incorrect results.

We provided fixes to the issues we encountered in the existing reference implementations.\footnote{https://github.com/anilkacaci/ldbc_snb_implementations} A more concerning problem we encountered relates to the performance of the Gremlin Server. As described in Section 3.1, the Gremlin Server is a layer on top of a TinkerPop3 implementation and enables multiple clients to communicate with the same database in a platform-agnostic manner. However, the Gremlin Server was unable to handle complex queries under a large number of concurrent clients. Concurrent complex queries of the LDBC SNB Interactive Workload caused the Gremlin Server to hang and eventually crash. Consequently, we modified the read query mix for Section 4.3 and omitted long running complex queries. Overall, our experience reveals the generally poor state of implementations and suggests that TinkerPop3 and specifically the Gremlin Server are not production ready.

Based on our findings, we draw the following conclusions:

- The lower performance of SPARQL compared to SQL for Virtuoso suggests that storing RDF data in a single relational table with extensive indexing is not favourable for transactional graph workloads due to index maintenance and query translation costs.
- The superior performance of Postgres (SQL) over Sqlg (Gremlin) indicates that translating graph queries into multiple small requests eliminates optimization opportunities and reduces efficiency compared to native SQL execution.
- Although TinkerPop3 presents an important vision to unify the graph processing space, the significantly lower performance of TinkerPop3-compliant systems suggests that it incurs a high overhead. Performance differences between Neo4j with Cypher and Gremlin further support the case against Gremlin.

Although results from previous work on graph database benchmarking favour graph databases for complex graph operations [2, 11], our findings show that RDBMSes can provide competitive performance under a concurrent transactional workload. We found

\footnote{https://github.com/anilkacaci/ldbc_snb_implementations}
that the relational databases Virtuoso and Postgres have low query latencies as in [4] and provides the best overall performance among all systems. Similar to [5], we believe that robust RDBMS technology can deliver competitive performance for OLTP-like online social networking applications, especially in single node settings.

5 CONCLUSIONS

In this paper, we proposed a benchmarking architecture to simulate real-time transactional workloads in social networking applications and designed an extension of the LDBC Social Network Benchmark’s Interactive Workload. In addition, we developed a reference Gremlin implementation of the LDBC SNB Interactive Workload for TinkerPop3-compliant systems. Using the proposed architecture, we conducted an experimental comparison of various data modelling approaches: RDBMSes, graph API over RDBMSes, RDF stores, and specialized graph databases.

Problems we encountered during this study led us to conclude that TinkerPop3 and specifically the Gremlin Server are not ready for real-world deployments. In addition, significant performance differences of query languages in Neo4j (Cypher vs. Gremlin) and Postgres (SQL vs. Gremlin) clearly show that TinkerPop3 compatibility and the Gremlin Server integration incur significant overhead and negatively effect end-to-end system performance. Neo4j (Cypher), as a commercial system with native graph storage and optimized query execution engine, achieved higher throughput than TitanDB. Postgres provided the best overall performance, followed by Virtuoso (SQL), which led us to conclude that RDBMSes should not be ignored for interactive transactional graph workloads.

Directions for future work include considering larger datasets with different characteristics, testing the scale-out of characteristics of the systems in distributed settings, and improving our benchmarking architecture to support more realistic workloads.
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Table 4: Data loading performance for SNB scale factor 3 graph with a single loader

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Neo4j</th>
<th>Titan-C</th>
<th>Titan-B</th>
<th>Sqlg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total time (min)</td>
<td>123</td>
<td>767</td>
<td>231</td>
<td>894</td>
</tr>
<tr>
<td>Vertex / second</td>
<td>8503</td>
<td>4566</td>
<td>4032</td>
<td>4660</td>
</tr>
<tr>
<td>Edge / second</td>
<td>10256</td>
<td>1465</td>
<td>5652</td>
<td>1092</td>
</tr>
</tbody>
</table>

A DATA INGESTION PERFORMANCE

Data loading was performed to bring the social network into an intermediate state on which social network interactions can be simulated. Initial data loading was performed using system-specific bulk loading tools for Postgres and Virtuoso, and graph-loading utilities from the LDBC Gremlin implementation for the remaining systems (see Section 3.2). System-specific bulk loading utilities enabled the loading phase to be an order of magnitude faster than that of the other systems. Table 4 reports the graph loading statistics for the SNB scale factor 3 graph for TinkerPop3-compliant systems. Sqlg, as a naive graph wrapper over a relational database, has the worst edge-insertion performance, while its vertex insertion rate is comparable to other systems. On the other hand, Neo4j’s native graph storage provides the best ingestion performance in the single-loader scenario.

In addition, we evaluated the effect of concurrency on data ingestion performance. We measured the aggregate vertex and edge ingestion rates for TitanDB and Sqlg with 1 to 16 concurrent loaders. Neo4j (Gremlin) was omitted because it does not support concurrent data loading. Although TitanDB with BerkeleyDB storage provided better performance when there is a single loader, its performance degrades with increasing concurrency. In fact, TitanDB with Cassandra storage is the only system that scales with an increasing number of concurrent loaders. This can be attributed to the transactional nature of Postgres and BerkeleyDB backends. Locking introduced by transactional semantics increases latency in such write-heavy scenarios.
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Do we need specialized graph databases? Benchmarking real-time social networking applications (https://event.cwi.nl/grades/2017/12-Apaci.pdf) Pacaci et al., GRADES’17

Today’s paper comes from the GRADES (https://event.cwi.nl/grades/2017/index.shtml) workshop co-located with SIGMOD. The authors take an established graph data management system benchmark suite (LDBC) and run it across a variety of graph and relational stores. The findings make for very interesting reading, and may make you think twice before you break out the graph store on your next OLTP-like application.

The highly-connected structure of many natural phenomena, such as road, biological, and social networks make graphs an obvious choice in modelling. Recently, storage and processing of such graph-structured data have attracted significant interest both from industry and academia and have led to the development of many graph analytics systems and graph databases.

Analytics systems such as Pregel (https://blog.acolyer.org/2015/05/26/pregel-a-system-for-large-scale-graph-processing/), Giraph, and PowerGraph (https://blog.acolyer.org/2015/05/29/powergraph-distributed-graph-parallel-computation-on-natural-graphs/) specialize in OLAP-like batch processing of graph algorithms. Graph databases focus on real-time querying and manipulation of entities, relationships, and the graph structure.

Many studies focus on comparisons between different graph database engines and graph analytics systems. Although there are some studies comparing graph databases with relational models, the real-time aspect of graph applications is mostly ignored and more complex graph traversals are not tested.

The work in this paper fills that gap.

Finding a fair workload for benchmarking

If you want to say “my database is better than your database” then you really also need to specify “for what?”. And if you want to evaluate whether graph databases really do earn their keep as compared to relational databases, you really want to do the comparison on the home turf of the graph databases – the use cases they claim to be good at.

The Linked Data Benchmark Council (LDBC) is a joint effort from academia and industry to establish benchmarking practices for evaluating RDF and graph data management systems, similar to the Transaction Processing Performance Council (TPC).

The LDBC Social Network Benchmark (SNB) models a social graph, and three different workloads based on top of it. Of these, the SNB Interactive workload is an OLTP-like workload designed to simulate real-world interactions in social networking applications.

If you have a joint benchmarking council going to all the trouble of specifying graph based benchmarks, it seems...
reasonable to assume the council believe these to be representative of the kinds of workloads graph databases are expected to be used for in the wild. So that seems a pretty good choice to use to compare different graph systems and relational systems.

Strictly of course all we can say from the results of this paper is that “for the LDBC SNB Interactive Workload running on a single 32 core node, this is what we found.” There may be other workloads which show graph databases in a stronger light (and vice-versa). But it’s a very good start, and a little extrapolation is justified I feel.

The LDBC SNB Interactive Workload species a set of read-only traversals that touch a small portion of the graph and concurrent update transactions that modify the social network’s structure. The majority of the read-only traversals are simple, common social networking operations that involve transitive closure, one-hop neighbourhood, etc. The rest of the read-only traversals are complex operations that are usually beyond the functionality of real-world social network systems due to their online nature.

The primary goal of the benchmark is to evaluate technical choke points in the underlying systems under test.

Systems under test

Representing highly-connected data in the relational model results in a large amount of many-to-many relations, which can produce complex, join-heavy SQL statements for graph queries. By focusing not on the entities but rather the relationships among the entities, graph databases and RDF stores can offer efficient processing of graph operations like reachability queries and pattern matching.

RDF stores represent graphs as collections of triples and use a standardised query language called SPARQL. Graph databases mostly use adjacency lists for storing adjacency information next to each entity. This enables index-free adjacency access with relationships traversed directly by pointers. Most graph databases support a proprietary query API (e.g. Neo4j’s Cypher), and there are also efforts to provide a uniform querying API across stores, most notably Apache TinkerPop3. TinkerPop3 provides the Gremlin Structure API and the Gremlin query language. For TinkerPop3-compliant databases, Gremlin queries are supported through the Gremlin server.
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**Figure 2: Execution of Gremlin queries on TinkerPop3-compliant databases via the Gremlin Server.**

The authors created reference implementations of the LDBC SNB Interactive workload in Gremlin and in SQL as well as using the database proprietary APIs. The SQL implementation maps each vertex type and edge type to separate tables.

The full list of evaluated systems is as follows:

- TitanDB v1.1 with Cassandra (Titan-C) and BerkeleyDB (Titan-B) storage backends. (Gremlin query language)
- Neo4j 2.3.6 with both Gremlin and Cypher
- Virtuouso Opensource v7.2.4 – a column store RDBMS with support for RDF processing. Tested with both SQL and
SPARQL queries (i.e. RDF, and non-RDF).
Postgres v9.5, using native SQL queries
Sqlq v1.3.3 – a TinkerPop3 implementation on top of Postgres (Gremlin query language)

The systems were run on a 32x 2.6 GHz core machine with 256 GM RAM, and configured to load the entire dataset into main memory.

Workloads were created using the LDBC data generator at two different scale factors (3 and 10), resulting in the following dataset statistics:

| Dataset         | # of vertices | # of edges | Raw files | Neo4j | Titan-C | Titan-B | Postgres | Virtuoso-RDMS | Virtuoso-RDF |
|-----------------|---------------|------------|-----------|--------|---------|---------|==========|---------------|-------------|
| SNB scale factor 3 | 10M           | 64M        | 3         | 29     | 6.3     | 29      | 11        | 2.4           | 8.5         |
| SNB scale factor 10 | 34M           | 217M       | 10        | 65     | 18      | 107     | 36        | 7             | 25          |

(Enlarge (https://adriancolyer.files.wordpress.com/2017/07/specialized-graph-databases-table-1.jpeg))

**Key results**

Examining read-only graph queries first (point lookups, one-hop traversals, two-hop traversals, and single-pair shortest path queries), the authors found that the relational databases provide the lowest query latency across all query types. They also found that Gremlin support comes with high overheads:

*For Neo4j, the Gremlin interface introduces up to two orders of magnitude of performance degradation compared to the native Cypher interface. Similarly, Postgres (SQL) significantly outperforms Sqlq (Gremlin) even though both systems have the same underlying data model and storage engine.*

The more complex the query, the worse Gremlin seems to do, as show in the following result tables: one for the scale 3 dataset, and one for scale 10 (highlights mine).

### Table 2: Query Latencies in ms — Scale Factor 3

<table>
<thead>
<tr>
<th>System</th>
<th>Neo4j</th>
<th>Titan-C</th>
<th>Titan-B</th>
<th>Sqlq</th>
<th>Postgres</th>
<th>Virtuoso</th>
</tr>
</thead>
<tbody>
<tr>
<td>Query Language</td>
<td>Cypher</td>
<td>Gremlin</td>
<td>Gremlin</td>
<td>Gremlin</td>
<td>Gremlin</td>
<td>SQL</td>
</tr>
<tr>
<td>Point lookup</td>
<td>9.08</td>
<td>122</td>
<td>39</td>
<td>65</td>
<td>16.1</td>
<td>0.25</td>
</tr>
<tr>
<td>1-hop</td>
<td>12.82</td>
<td>101</td>
<td>210</td>
<td>223</td>
<td>34</td>
<td>1.4</td>
</tr>
<tr>
<td>2-hop</td>
<td>368</td>
<td>275</td>
<td>439</td>
<td>1271</td>
<td>2526</td>
<td>29</td>
</tr>
<tr>
<td>Shortest Path</td>
<td>21</td>
<td>4813</td>
<td>10732</td>
<td>13942</td>
<td>10243</td>
<td>2242</td>
</tr>
</tbody>
</table>

### Table 3: Query Latencies in ms — Scale Factor 10

<table>
<thead>
<tr>
<th>System</th>
<th>Neo4j</th>
<th>Titan-C</th>
<th>Titan-B</th>
<th>Sqlq</th>
<th>Postgres</th>
<th>Virtuoso</th>
</tr>
</thead>
<tbody>
<tr>
<td>Query Language</td>
<td>Cypher</td>
<td>Gremlin</td>
<td>Gremlin</td>
<td>Gremlin</td>
<td>Gremlin</td>
<td>SQL</td>
</tr>
<tr>
<td>Point lookup</td>
<td>11.16</td>
<td>177</td>
<td>42</td>
<td>236</td>
<td>16.9</td>
<td>0.32</td>
</tr>
<tr>
<td>1-hop</td>
<td>14.1</td>
<td>377</td>
<td>129</td>
<td>2117</td>
<td>43</td>
<td>1.62</td>
</tr>
<tr>
<td>2-hop</td>
<td>579</td>
<td>683</td>
<td>1570</td>
<td>12978</td>
<td>4408</td>
<td>46</td>
</tr>
<tr>
<td>Shortest Path</td>
<td>16</td>
<td>4053</td>
<td>17379</td>
<td>-</td>
<td>7003</td>
<td>3648</td>
</tr>
</tbody>
</table>

Take a look at the Postgres and Neo4j (Cypher) columns in the scale factor 10 table above. For queries up to two hops (i.e., two joins, not especially stressful for an RDBMS), Postgres outperforms Neo4j by an order of magnitude. For the shortest path query however, Neo4j outperforms Postgres by two orders of magnitude. It’s Virtuoso though that shows the best overall performance across the board, with its SQL interface, even beating Neo4j with Cypher on the shortest path query. Notice that all of my green (best in row) highlights at scale factor 10 are in SQL columns!
Virtuoso (SQL) outperforms Postgres (SQL) in more complex two-hop traversals and single-pair shortest path queries. Virtuoso’s graph-aware engine and optimized transitivity support enable it to execute such complex graph queries efficiently. Virtuoso (SPARQL) has slightly lower performance due to query translation costs, even though the benchmark queries are graph queries.

The second part of the evaluation used the full LDBC SNB Interactive workload to simulate the real-time aspects of online social networking applications (the authors processed updates through a dedicated Kafka queue, modelling a structure commonly seen in industrial deployments). The TinkerPop3 systems couldn’t cope with the relatively large numbers of complex queries in the mix specified by the benchmark. The authors chose to change the mix to include just a two-hop neighbourhood-based complex query and a set of short read-only queries. Even then, Titan-B had to be withdrawn from the experiment as its performance degradation was too severe. Personally I would really like to have also seen the results on the original query mix for the systems that could handle it – the choice made by the authors here seems to bias things in favour of the SQL systems.

For the scale 3 dataset this time, here are the aggregate read and write throughputs obtained:
Figure 3: Aggregate read and write throughput for the real-time interactive workload.
In general, RDBMSes with a native SQL interface provide the best performance under the real-time interactive workload. While read performance of selected systems are comparable and within a factor of four, Postgres (SQL) and Virtuoso (SQL) exhibit significantly better update performance and maintain up to an order of magnitude faster write throughput compared to their competitors.

Note also the frequent sudden drops in Neo4j’s (Cypher) update performance – attributed to checkpointing.

Takeaways

Maybe stay away from Gremlin for now. It’s a very worthy goal, but the performance just doesn’t seem to be there to justify it at the moment.

A more concerning problem relates to the performance of the Gremlin Server… it was unable to handle complex queries under a large number of concurrent clients… causing it to hang and eventually crash. Overall our experience reveals the generally poor state of implementations and suggests that TinkerPop3 and specifically the Gremlin Server are not production ready.

If you don’t have lots of complex graph operations, RDBMSs can provide competitive performance under a concurrent transactional workload:

We believe that robust RDBMS technology can deliver competitive performance for OLTP-like online social networking applications, especially in single-node settings... RDBMSes should not be ignored for interactive transactional graph workloads.

Discussion

Does this mean you shouldn’t use a graph database? I don’t think you can draw that conclusion from this study. On the one hand, the benchmarks used seem to bias the workload towards things which traditional relational databases are very good at, so it’s no surprise they do well. But on the other hand the workload was chosen as representative of an OLTP-like graph workload as selected by an independent benchmarking council. We can conclude that if you have an OLTP-like graph workload it’s well worth checking out the relational alternative before you take the plunge.

You may recall we previously looked at Ground (https://blog.acolyer.org/2017/01/23/ground-a-data-context-service/), which captures lineage, model, and version metadata graphs for data. This is a problem most naturally modelled in a graph store (indeed, one of the companies I work with, Atomist, use a graph database for a very similar use case). In the Ground paper we also find some hints about the best kind of store for this workload – they found that relational systems (Postgres) were an order of magnitude slower than graph processing systems for their workload. They also found that even the leading graph databases were lacking in terms of performance at scale.

This theme was also echoed in the ‘Dependency-driven analytics (https://blog.acolyer.org/2017/01/20/dependency-driven-analytics-a-compass-for-uncharted-data-oceans)’ paper: “… this experience indicates that industry is in desperate need for a fully capable, scale-out graph solution that can handle complex, large, and structured graphs…“.
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